%% Software Engineering Institute

Wireless Emergency Alerts. Trust Model
Technical Report

Robert W. Stoddard Il
Joseph P. EIm

Jim McCurley

Sarah Sheard

Tamara Marshall-Keim

February 2014

SPECIAL REPORT
CMU/SEI-2013-SR-021

CERT® Division, Software Solutions Division

http://www.sei.cmu.edu

Carnegic Mellon University



This material is based upon work funded and supported by Department of Homeland Security under
Contract No. FA8721-05-C-0003 with Carnegie Mellon University for the operation of the Software En-
gineering Institute, a federally funded research and development center sponsored by the United States
Department of Defense. The Government of the United States has a royalty-free government-purpose
license to use, duplicate, or disclose the work, in whole or in part and in any manner, and to have or
permit others to do so, for government purposes pursuant to the copyright license under the clause at
252.227-7013 and 252.227-7013 Alternate .

Any opinions, findings and conclusions or recommendations expressed in this material are those of the
author(s) and do not necessarily reflect the views of Department of Homeland Security or the United
States Department of Defense.

THIS MATERIAL IS PROVIDED “AS IS” WITHOUT ANY WARRANTY OF ANY KIND, EITHER
EXPRESS, IMPLIED, OR STATUTORY, INCLUDING, BUT NOT LIMITED TO, ANY IMPLIED
WARRANTIES OF MERCHANTABILITY, FITNESS FOR A PARTICULAR PURPOSE, OR FREEDOM
FROM INFRINGEMENT. IN NO EVENT SHALL THE UNITED STATES GOVERNMENT OR ITS
CONTRACTORS, INCLUDING CARNEGIE MELLON UNIVERSITY, OR SUBCONTRACTORS, BE
LIABLE FOR ANY DAMAGES, INCLUDING, BUT NOT LIMITED TO, DIRECT, INDIRECT, SPECIAL
OR CONSEQUENTIAL DAMAGES, ARISING OUT OF, RESULTING FROM, OR IN ANY WAY
CONNECTED WITH THIS MATERIAL OR ITS USE OR ANY PROVIDED DOCUMENTATION,
WHETHER OR NOT BASED UPON WARRANTY, CONTRACT, TORT, OR OTHERWISE, WHETHER
OR NOT INJURY WAS SUSTAINED BY PERSONS OR PROPERTY OR OTHERWISE, AND
WHETHER OR NOT LOSS WAS SUSTAINED FROM, OR AROSE OUT OF THE RESULTS OF, OR
USE OF, THIS MATERIAL. THE UNITED STATES GOVERNMENT AND CARNEGIE MELLON
UNIVERSITY DISCLAIM ALL WARRANTIES AND LIABILITIES REGARDING THIRD PARTY
CONTENT AND DISTRIBUTES IT “AS IS.”

References herein to any specific commercial product, process, or service by trade name, trade mark,
manufacturer, or otherwise, does not necessarily constitute or imply its endorsement, recommendation,
or favoring by Carnegie Mellon University or its Software Engineering Institute.

Copyright 2013 Carnegie Mellon University.

Carnegie Mellon® and CERT® are registered in the U.S. Patent and Trademark Office by Carnegie
Mellon University.

DM-0000610



Table of Contents

Executive Summary

Abstract

1

10

11

12

13

14

Appendix A Human-Subject Research Application and Approval

Appendix B Interviews of Emergency Alert Notification Officials
Appendix C Original List of Factors Considered for Public Trust Model
Appendix D Public Trust Model Factor Descriptions

Appendix E  Alert Originator Trust Model Factor Descriptions

Introduction

1.1 Background

1.2 Problem Statement

1.3  Project Environment
1.3.1 Project Context
1.3.2 Project Team

1.4 Intended Audience

Challenge

Scope of Effort

Assumptions and Constraints
Approach

Literature Review

6.1  Overview of the Literature

6.1.1  Conceptualizations

6.1.2 Case Studies

6.1.3 Review Papers and Bibliographies
6.2 Literature Search Conclusions

Interview Results

Basis for Modeling

Development of the Trust Models
Development of the Trust Surveys

Analysis of the Surveys

11.1 Limitations of the Surveys
11.2 Survey Descriptive Statistics
11.3 Analysis of the Surveys

Quantified Modeling Relationships
Validation Interviews

Conclusions and Future Work

XV

Xix

W NDNN-=2 = B

N

15

15
15
18
19
20

21

22

24

31

34
34
36
36

37

38

42

44

52

80

82

83

CMU/SEI-2013-SR-021 | i



Appendix F
Appendix G
Appendix H
Appendix |

Appendix J

Appendix K
Appendix L
Appendix M
Appendix N
Appendix O
Appendix P
Appendix Q
Appendix R
Appendix S
Appendix T
Appendix U
Appendix V
Appendix W
Appendix X
Appendix Y

Appendix Z

Relationships Among Public Trust Model Factors

Relationships Among Alert Originator Trust Model Factors

Public Trust Model

Alert Originator Trust Model

Public Surveys

Mapping of Public Trust Model Relationships to Survey Questions
Alert Originator Surveys

Mapping of Alert Originator Trust Model Relationships to Survey Questions
Descriptive Statistical Results for Public Surveys

Comparative Analysis of Paired Questions for Public Surveys
Descriptive Statistical Results for Alert Originator Surveys
Comparative Analysis of Paired Questions for Alert Originator Surveys
Alert Originator Survey Graphical Results

Public Trust Model Formula Extract from AgenaRisk

Alert Originator Trust Model Formula Extract from AgenaRisk

Public Trust Model Validation Scenarios and Results

Public Trust Model Validation Survey

Public Trust Model Validation Graphical Results

Public Trust Model Validation Statistical Analysis

Alert Originator Trust Model Validation Scenarios and Responses

Alert Originator Trust Model Validation Survey

Appendix AA Alert Originator Trust Model Validation Graphical Results

Appendix AB Alert Originator Trust Model Validation Statistical Analysis

Appendix AC AgenaRisk Tool Configuration Settings

References

85

87

88

90

92

119

130

151

159

161

164

167

173

189

200

211

239

271

288

298

316

335

342

345

347

CMU/SEI-2013-SR-021 | ii



List of Figures

Figure 1:
Figure 2:
Figure 3:
Figure 4:
Figure 5:
Figure 6:
Figure 7:

Figure 8:
Figure 9:

Figure 10:
Figure 11:
Figure 12:
Figure 13:
Figure 14:
Figure 15:
Figure 16:
Figure 17:
Figure 18:
Figure 19:
Figure 20:
Figure 21:
Figure 22:
Figure 23:
Figure 24:
Figure 25:
Figure 26:
Figure 27:
Figure 28:
Figure 29:
Figure 30:
Figure 31:
Figure 32:

Figure 33:

Trust Model Validation Process

WEA Trust Model Development Flow

Probability of Acting on a WEA Alert with No Knowledge of Other Factors
Using AgenaRisk to Enter a Presumption for the Relevance Factor
Entering O Implies There Is No Relevance of the WEA Alert to a Recipient
Setting All Four Factors Related to Trust at Their Most Negative Settings

Probability of Acting on the WEA Alert Changes to a 25th—75th Percentile Range of

5-11%

Factors Most Influential on the Outcome of Acting

Public Trust Model Condensed

Public Trust Model Expanded

Alert Originator Trust Model Condensed

Alert Originator Trust Model Expanded

Histogram of S1-3CQ10_1, S1-3CQ10_2, S1-3CQ10_3, and S1-3CQ10_4

Histogram of S1-3CQ1514_1, S1-CQ1514_2, S1-3CQ1514_3, and S1-3CQ1514_4

Histogram of S1CQ7_1, S1CQ7_2, S1CQ7_3, and S1CQ7_4
Histogram of S1Q8_1, S1Q8_2, S1Q8_3, and S1Q8_4

Histogram of S1Q9_1, S1Q9_2, and S1Q9_3

Histogram of S1Q10_1, S1Q10_2, S1Q10_3, and S1Q10_4
Histogram of S1Q11_1 and S1Q11_2

Histogram of S1Q12_1, S1Q12_2, and S1Q12_3

Histogram of S1Q13_1, S1Q13_2, S1Q13_3, S1Q13_4, and S1Q13_5
Histogram of S1Q14_1, S1Q14_2, and S1Q14_3

Histogram of S1Q15_1, S1Q15_2, S1Q15_3, and S1Q15_4
Histogram of S1Q16_1, S1Q16_2, and S1Q16_3

Histogram of S2Q7_1, S2Q7_2, S2Q7_3, S2Q7_4, S2Q7_5, and S2Q7_6
Histogram of S2Q8_1, S2Q8 2, and S2Q8_3

Histogram of S2Q9_1, S2Q9 2, and S2Q9_3

Histogram of S2Q10_1, S2Q10_2, S2Q10_3, and S2Q10_4
Histogram of S2Q11_1 and S2Q11_2

Histogram of S2Q12_1, S2Q12_2, and S2Q12_3

Histogram of S2Q13_1, S2Q13_2, and S2Q13_3

Histogram of S2Q14_1, S2Q14_2, S2Q14_3, and S2Q14_4
Histogram of S2Q15_1, S2Q15_2, S2Q15_3, and S2Q15_4

Xvi

26
27
27
28

29

29

88

89

90

91
173
173
174
174
175
175
176
176
177
177
178
178
179
179
180
180
181
181
182
182
183

CMU/SEI-2013-SR-021 | iii



Figure 34: Histogram of S2Q16_1 and S2Q16_2 183

Figure 35: Histogram of S3Q7_1, S3Q7_2, S3Q7_3, and S3Q7_4 184
Figure 36: Histogram of S3Q8_1, S3Q8 2, S3Q8_3, and S3Q8_4 184
Figure 37: Histogram of S3Q9_1, S3Q9_2, and S3Q9_3 185
Figure 38: Histogram of S3Q10_1, S3Q10_2, S3Q10_3, and S3Q10_4 185
Figure 39: Histogram of S3Q11_1, S3Q11_2, and S3Q11_3 186
Figure 40: Histogram of S3Q12_1, S3Q12_2, S3Q12_3, and S3Q12_4 186
Figure 41: Histogram of S3Q13_1, S3Q13_2, S3Q13_3, and S3Q13_4 187
Figure 42: Histogram of S3Q14_1, S3Q14_2, S3Q14_3, and S3Q14_4 187
Figure 43: Histogram of S3Q15_1, S3Q15_2, and S3Q15_3 188
Figure 44: Histogram of S3Q16_1, S3Q16_2, and S3Q16_3 188
Figure 45: Case 1: Includes “What” and “Why” and Omits “Who” 271
Figure 46: Case 2: Includes “What,” Omits “Why,” and Includes “Who” 271
Figure 47: Case 3: Omits “What” and Includes “Why” and “Who” 271
Figure 48: Case 4: Omits “What,” “Why,” and “Who” 272
Figure 49: Case 1: Defined Action and Time, Sufficient Lead, Includes “Who,” and Irrelevant 272
Figure 50: Case 2: Defined Action and Time, Insufficient Lead, Omits “Who,” and Relevant 272

Figure 51: Case 3: Defined Action, Undefined Time, Sufficient Lead, Omits “Who,” and Relevant 272

Figure 52: Case 4: Defined Action, Undefined Time, Insufficient Lead, Includes “Who,” and
Irrelevant 273

Figure 53: Case 5: Undefined Action, Defined Time, Sufficient Lead, Omits “Who,” and Irrelevant 273

Figure 54: Case 6: Undefined Action, Defined Time, Insufficient Lead, Includes “Who,” and
Relevant 273

Figure 55: Case 7: Undefined Action and Time, Sufficient Lead, Includes “Who,” and Relevant 273
Figure 56: Case 8: Undefined Action and Time, Insufficient Lead, Omits “Who,” and Irrelevant 274

Figure 57: Case 1: Imminent Threat, Few Prior Alerts, Sufficient Public Outreach, and History of
Relevance 274

Figure 58: Case 2: Imminent Threat, Few Prior Alerts, Insufficient Public Outreach, and History
of Irrelevance 274

Figure 59: Case 3: Imminent Threat, Many Prior Alerts, Sufficient Public Outreach, and History
of Irrelevance 275

Figure 60: Case 4: Imminent Threat, Many Prior Alerts, Insufficient Public Outreach, and History
of Relevance 275

Figure 61: Case 5: AMBER Alert, Few Prior Alerts, Sufficient Public Outreach, and History of
Irrelevance 275

Figure 62: Case 6: AMBER Alert, Few Prior Alerts, Insufficient Public Outreach, and History of
Relevance 276

Figure 63: Case 7: AMBER Alert, Many Prior Alerts, Sufficient Public Outreach, and History of
Relevance 276

Figure 64: Case 8: AMBER Alert, Many Prior Alerts, Insufficient Public Outreach, and History of
Irrelevance 276

CMU/SEI-2013-SR-021 | iv



Figure 65:
Figure 66:
Figure 67:
Figure 68:
Figure 69:
Figure 70:
Figure 71:
Figure 72:
Figure 73:

Figure 74:

Figure 75:

Figure 76:

Figure 77:

Figure 78:

Figure 79:

Figure 80:

Figure 81:

Figure 82:

Figure 83:

Figure 84:

Figure 85:

Figure 86:

Figure 87:

Figure 88:

Figure 89:
Figure 90:
Figure 91:

Case 1: Relevant, Clear, and Unconfirmed

Case 2: Relevant, Unclear, and Confirmed

Case 3: Irrelevant, Clear, and Confirmed

Case 4: Irrelevant, Unclear, and Unconfirmed

Case 1: Coordinated Alerts, Confirmed, and Considered Spam

Case 2: Coordinated Alerts, Unconfirmed, and Not Considered Spam
Case 3: Uncoordinated Alerts, Confirmed, and Not Considered Spam
Case 4: Uncoordinated Alerts, Unconfirmed, and Considered Spam

Case 1: Coordinated Alerts, Clear Message, in Primary Language, and “Follow-Us”
Mechanisms Present

Case 2: Coordinated Alerts, Clear Message, Not in Primary Language, and “Follow-
Us” Mechanisms Absent

Case 3: Coordinated Alerts, Unclear Message, in Primary Language, and “Follow-Us”
Mechanisms Absent

Case 4: Coordinated Alerts, Unclear Message, Not in Primary Language, and
“Follow-Us” Mechanisms Present

Case 5: Uncoordinated Alerts, Clear Message, in Primary Language, and “Follow-Us”
Mechanisms Absent

Case 6: Uncoordinated Alerts, Clear Message, in Primary Language, and “Follow-Us”
Mechanisms Absent

Case 7: Uncoordinated Alerts, Clear Message, in Primary Language, and “Follow-Us”
Mechanisms Absent

Case 8: Uncoordinated Alerts, Unclear Message, Not in Primary Language, and
“Follow-Us” Mechanisms Absent

Case 1: Includes “What” and “Why,” Relevant, Clear Message, and Not Confirmed via
Social Media

Case 2: Includes “What” and “Why,” Irrelevant, Unclear Message, and Confirmed via
Social Media

Case 3: Includes “What,” Omits “Why,” Relevant, Unclear Message, and Confirmed
via Social Media

Case 4: Includes “What,” Omits “Why,” Irrelevant, Clear Message, and Not Confirmed
via Social Media

Case 5: Omits “What,” Includes “Why,” Relevant, Unclear Message, and Not
Confirmed via Social Media

Case 6: Omits “What,” Includes “Why,” Irrelevant, Clear Message, and Confirmed via
Social Media

Case 7: Omits “What” and “Why,” Relevant, Clear Message, and Confirmed via Social
Media

Case 8: Omits “What” and “Why,” Irrelevant, Unclear Message, and Not Confirmed
via Social Media

Case 1: Confirmed, History of Relevance, Coordinated, and Public Outreach
Case 2: Confirmed, History of Relevance, Uncoordinated, and No Public Outreach

Case 3: Confirmed, History of Irrelevance, Coordinated, and No Public Outreach

277
277
277
278
278
278
279
279

279

280

280

280

281

281

281

282

282

282

283

283

283

284

284

284
285
285
285

CMU/SEI-2013-SR-021 | v



Figure 92:
Figure 93:
Figure 94:
Figure 95:
Figure 96:
Figure 97:
Figure 98:
Figure 99:

Figure 100:
Figure 101:
Figure 102:
Figure 103:
Figure 104:
Figure 105:
Figure 106:
Figure 107:

Figure 108:
Figure 109:
Figure 110:
Figure 111:
Figure 112:
Figure 113:
Figure 114:
Figure 115:
Figure 116:
Figure 117:
Figure 118:
Figure 119:
Figure 120:
Figure 121:
Figure 122:
Figure 123:
Figure 124:
Figure 125:
Figure 126:
Figure 127:

Case 4: Confirmed, History of Irrelevance, Uncoordinated, and Public Outreach
Case 5: Unconfirmed, History of Relevance, Coordinated, and No Public Outreach
Case 6: Unconfirmed, History of Relevance, Uncoordinated, and Public Outreach
Case 7: Unconfirmed, History of Irrelevance, Coordinated, and Public Outreach
Case 8: Unconfirmed, History of Irrelevance, Uncoordinated, and No Public Outreach
Analysis of All Predictions Across All Outcome Nodes in Table 62

Residual Plots for Regression of Overall Validation as Function of BBN Predictions
Scatterplots of Six Factors Comparing BBN Predictions to Validation Values
Residual Plots for Regression of Acting Validation as a Function of the BBN
Residual Plots for Regression of Believing Validation as a Function of the BBN
Residual Plots for Regression of Understand Validation as a Function of the BBN
Residual Plots for Regression of ViewSpam Validation as a Function of the BBN
Residual Plots for Regression of OptOut Validation as a Function of the BBN
Residual Plots for Regression of Relevance Validation as a Function of the BBN
Scatterplot of BBN Predictions vs. Validation for Understand, Believe, and Act Only

Residual Plots for Regression of Understand, Believe, and Act Only Validation as a
Function of the BBN

Case 1: Sufficient Training, Sufficient Cybersecurity, and Insufficient Governance
Case 2: Sufficient Training, Insufficient Cybersecurity, and Sufficient Governance
Case 3: Insufficient Training, Sufficient Cybersecurity, and Sufficient Governance
Case 4: Insufficient Training, Insufficient Cybersecurity, and Insufficient Governance
Case 1: Favorable Feedback, Public Outreach, and Many Prior Alerts

Case 2: Favorable Feedback, No Public Outreach, and Few Prior Alerts

Case 3: Unfavorable Feedback, Public Outreach, and Few Prior Alerts

Case 4: Unfavorable Feedback, No Public Outreach, and Many Prior Alerts
Case 1: High Availability, High Accessibility, High Reliability, and Easy to Use
Case 2: High Availability, High Accessibility, Low Reliability, and Difficult to Use
Case 3: High Availability, Low Accessibility, High Reliability, and Difficult to Use
Case 4: High Availability, Low Accessibility, Low Reliability, and Easy to Use
Case 5: Low Availability, High Accessibility, High Reliability, and Difficult to Use
Case 6: Low Availability, High Accessibility, Low Reliability, and Easy to Use
Case 7: Low Availability, Low Accessibility, High Reliability, and Easy to Use
Case 8: Low Availability, Low Accessibility, Low Reliability, and Difficult to Use
Case 1: Rapid Dissemination, High Understandability, and Low Accuracy

Case 2: Rapid Dissemination, Low Understandability, and High Accuracy

Case 3: Slow Dissemination, High Understandability, and High Accuracy

Case 4: Slow Dissemination, Low Understandability, and Low Accuracy

286
286
286
287
287
289
290
290
291
292
293
294
295
296
297

297
335
335
335
335
336
336
336
336
337
337
337
337
338
338
338
338
339
339
339
339

CMU/SEI-2013-SR-021 | vi



Figure 128:
Figure 129:
Figure 130:
Figure 131:
Figure 132:
Figure 133:
Figure 134:
Figure 135:
Figure 136:
Figure 137:
Figure 138:
Figure 139:
Figure 140:
Figure 141:

Case 1: High Urgency, High Severity, and Low Certainty

Case 2: High Urgency, Low Severity, and High Certainty

Case 3: Low Urgency, High Severity, and High Certainty

Case 4: Low Urgency, Low Severity, and Low Certainty

Case 1: Small Event and Large Alert

Case 2: Large Event and Large Alert

Case 1: 10:30 a.m.

Case 2: 2:30 a.m.

Analysis of All Predictions Across All Outcome Nodes in Table 80
Residual Plots for Regression of Overall Validation as Function of BBN Predictions
Version of AgenaRisk Used for This Project

Simulations Settings Used for the Public and AO Trust Models
Model Graph Properties Used for the Public and AO Trust Models

Altering Runtime Parameters to Handle Large JRE Sizes

CMU/SEI-2013-SR-021

340
340
340
340
341
341
341
341
343
344
345
345
346
346

vii



CMU/SEI-2013-SR-021 | viii



List of Tables

Table 1: Survey Question Development 31
Table 2: Public Survey Statistics 32
Table 3: Alert Originator Survey Statistics 33
Table 4: AO Trust Model Validation Scenarios 38
Table 5: Public Trust Model Validation Scenarios 40
Table 6: Results of the Original Survey Ordinal Responses 159
Table 7: Paired t for CQ10_2 and CQ10_3 161
Table 8: Paired t for CQ11_1 and CQ10_2 161
Table 9: Paired t for CQ11_1 and CQ10_3 161
Table 10:  Paired t for CQ13_3 and CQ14_1 161
Table 11:  Paired t for CQ21_1 and CQ22_2 161
Table 12:  Paired t for CQ6_3 and CQ7_1 161
Table 13:  Paired t for CQ6_3 and CQ7_2 162
Table 14:  Paired t for CQ7_1 and CQ7_2 162
Table 15:  Paired t for CQ8_3 and CQ21_3 162
Table 16:  Paired t for CQ21_1 and CQ12_3 162
Table 17:  Paired t for CQ14_2 and CQ14_3 162
Table 18:  Paired t for CQ21_1 and CQ22_1 162
Table 19:  Paired t for CQ6_2 and CQ6_1 162
Table 20:  Paired t for CQ11_3 and CQ11_2 163
Table 21:  Paired t for CQ12_1 and CQ11_2 163
Table 22:  Paired t for CQ11_3 and CQ12_1 163
Table 23:  Paired t for CQ12_2 and CQ6_1 163
Table 24:  Paired t for CQ15_2 and CQ15_1 163
Table 25:  Paired t for CQ9_2 and CQ9_1 163
Table 26:  Paired t for CQ10_1 and CQ9_3 163
Table 27:  Results of the Original Survey Ordinal Responses 164
Table 28:  Paired t for S1CQ7_1 and S1CQ7_2 167
Table 29:  Paired t for S1CQ7_1 and S1CQ7_3 167
Table 30:  Paired t for S1CQ7_1 and S1CQ7_4 167
Table 31:  Paired t for S1CQ8_1 and S1CQ8_2 167
Table 32:  Paired t for S1CQ8_1 and S1CQ8_3 167
Table 33:  Paired t for S1CQ8_1 and S1CQ8_4 167

CMU/SEI-2013-SR-021 | ix



Table 34:
Table 35:
Table 36:
Table 37:
Table 38:
Table 39:
Table 40:
Table 41:
Table 42:
Table 43:
Table 44:
Table 45:
Table 46:
Table 47:
Table 48:
Table 49:
Table 50:
Table 51:
Table 52:
Table 53:
Table 54:
Table 55:
Table 56:
Table 57:
Table 58:
Table 59:
Table 60:
Table 61:
Table 62:

Table 63:
Table 64:
Table 65:
Table 66:
Table 67:
Table 68:
Table 69:

Paired t for S2CQ8_1 and S2CQ8_2

Paired t for S2CQ8_1 and S2CQ8_3

Paired t for S3CQ8_1 and S3CQ8_4

Paired t for S1CQ9_1 and S1CQ9_3

Paired t for S2CQ9_1 and S2CQ9_3

Paired t for S3CQ9_1 and S3CQ9_3

Paired t for S3CQ8_1 and S3CQ8_4

Paired t for S1CQ11_1 and S1CQ11_2

Paired t for S3CQ11_1 and S3CQ11_3

Paired t for S1CQ12_1 and S1CQ12_3

Paired t for S2CQ12_1 and S2CQ12_3

Paired t for S3CQ12_1 and S3CQ12_4

Paired t for S3CQ13_1 and S3CQ13_2

Paired t for S2CQ13_3 and S2CQ13_2

Paired t for S1CQ14_1 and S1CQ14_3

Paired t for S2CQ15_1 and S2CQ15_4

Paired t for S3CQ15_1 and S3CQ15_3

Paired t for S1CQ16_1 and S1CQ16_3

Paired t for S2CQ16_1 and S2CQ16_2

Paired t for S3CQ16_1 and S3CQ16_3
Two-Sample t Test for S2CQ7_1 vs. S1CQ7_4
Two-Sample t Test for S2CQ7_1 vs. S2CQ7_6
Two-Sample t Test for S2CQ7_1 vs. S2CQ7_5
Two-Sample t Test for S2CQ7_1 vs. S2CQ7_3
Two-Sample t Test for S2CQ7_1 vs. S2CQ7_2
Two-Sample t Test for S3CQ7_1 vs. S3CQ7_4
Two-Sample t Test for S3CQ7_1 vs. S3CQ7_3
Two-Sample t Test for S3CQ7_1 vs. S3CQ7_2

168
168
168
168
168
168
168
169
169
169
169
169
169
169
170
170
170
170
170
170
171
171
171
171
171
171
172
172

Validation of Public BBN Model Against Results of Public Validation Scenario

Interviews

Regression Coefficient Results for Validation vs. BBN
Analysis of Variance for Validation vs. BBN
Regression Coefficient Results for Acting vs. BBN
Analysis of Variance for Acting-V vs. Acting-B
Regression Coefficient Results for Believe vs. BBN
Analysis of Variance for Believe-V vs. Believe-B

Regression Coefficient Results for Understand vs. BBN

288
289
289
290
291
291
291
292

CMU/SEI-2013-SR-021 | x



Table 70:
Table 71:
Table 72:
Table 73:
Table 74:
Table 75:
Table 76:
Table 77:
Table 78:
Table 79:
Table 80:
Table 81:
Table 82:

Analysis of Variance for Understand-V vs. Understand-B

Regression Coefficient Results for ViewSpam vs. BBN

Analysis of Variance for ViewSpam-V vs. ViewSpam-B

Regression Coefficient Results for OptOut vs. BBN

Analysis of Variance for OptOut-V vs. OptOut-B

Regression Coefficient Results for Relevance vs. BBN

Analysis of Variance for Relevance-V vs. Relevance-B

Regression Coefficient Results for Understand, Believe, and Act vs. BBN
Analysis of Variance for Understand, Believe, and Act vs. BBN

Alert Originator Trust Model Validation Data

Validation of AO BBN Model Against Results of AO Validation Scenario Interviews
Regression Coefficient Results for Validation vs. BBN

Analysis of Variance for Validation vs. BBN

292
293
293
294
294
295
295
296
296
299
342
343
343

CMU/SEI-2013-SR-021 | xi



CMU/SEI-2013-SR-021 | xii



Acknowledgments

We are indebted to many people who have contributed to the work described in this report. Be-
ginning with the initiation of this project, Dr. Dave Zubrow, Deputy Chief Scientist of the Soft-
ware Solutions Division and Manager of the Software Engineering Measurement and Analysis
Initiative at the Software Engineering Institute (SEI), provided invaluable insight to the project
scope, plan, and research design. Elizabeth Trocki Stark and Jennifer Lavan, Consultants at SRA
International, Inc. (formerly Touchstone Consulting Group), provided insight into pertinent fac-
torsrelated to trust in the WEA system and contact information for a sizeable list of alert origina-
tors targeted by the alert originator surveys.

We consulted several subject-matter experts during this investigation, including Dr. Dennis Mi-
leti, Professor Emeritus at the University of Colorado at Boulder; Dr. Art Botterell, Professor and
Assaociate Director of the Disaster Management Initiative at Carnegie Mellon University (CMU);
and Dr. John McGregor, Professor at Clemson University. Dr. Mileti provided technical feedback
regarding the research design and insight to existing and ongoing research of emergency notifica-
tion systems. Dr. Mileti also provided several sets of invaluable bibliographies on the topic of
emergency aert notification systems, which expedited the literature search for this project.

We thank Teri Merolli Reiche, Director of the Institutional Review Board (IRB) and Institutional
Animal Care and Use Committee in the Office of Research Integrity and Compliance at Carnegie
Mellon University, for her assistance with planning the research design compliance with statutory
requirements for human-subject research and for the expedited review and approval of this pro-
ject’ s IRB application. We aso acknowledge the following organizations' time, insight, and will-
ingness to discuss what has worked and not worked in their public emergency notification
systems:

o Adams County 911, Colorado

o Alachua County Fire Rescue, Florida

« Altus Emergency Management Agency, Oklahoma

« Arvada Police Department, Colorado PUC 911 Task Force

« Cdifornia Emergency Management Agency (Cal EMA)

o  Cassidian Communications

o  Cecil County Emergency Management Services, Maryland

« Colorado Office of Emergency Management

« Commonwealth Interoperability Coordinator’s Office, Virginia

« Dane County Emergency Management, Wisconsin

« Emergency Management and Homeland Security, Lakewood, Colorado

« Fairfax County Office of Emergency Management, Virginia

« Harris County Office of Homeland Security and Emergency Management, Texas
o Hawaii State Civil Defense

o Jefferson County Emergency Communication Authority (JCECA), Colorado
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Executive Summary

The Wireless Emergency Alerts (WEA) service, formerly known as the Commercial Maobile Alert
Service (CMAS), enhances public safety by providing authorized emergency management agen-
cies (EMAS) with the capability to issue aerts and warnings to mobile communication devices
(e.g., cell phones) in a designated geographic area. WEA is a component of the Integrated Public
Alert and Warning System (IPAWS) operated by the Federal Emergency Management Agency
(FEMA) in cooperation with the Federal Communications Commission (FCC) and supported by
the Department of Homeland Security Science and Technology Directorate (DHS S&T). Three
categories of WEA messages may be sent: Presidential Alerts, for events of critical importance to
the nation; Imminent Threat Alerts, for threats arising from weather and other hazards; and Amer-
icas Missing: Broadcast Emergency Response Alerts, for missing children.

Trust is akey factor in the effectiveness of the WEA service. Alert originators (AOs) at EMAS
must trust WEA to deliver aertsto the public in an accurate and timely manner. Absent thistrust,
AOs will not use WEA. Members of the public must also trust the WEA service. They must un-
derstand and believe the messages that they receive before they will act on them. Clearly, FEMA,
the EMAS, and the AOs must all strive to maximize and maintain trust in the WEA serviceif itis
to be an effective alerting tool.

In 2012, DHS S& T tasked the Carnegie Mellon® Software Engineering Institute (SEI) with de-
veloping aWEA trust model. The purpose of this model was to provide datafor FEMA that
would enable it to maximize the effectiveness of WEA and provide guidance for AOs that would
support them in using WEA in amanner that maximized public safety. Our approach to this task
was to

1.  build models that could predict the levels of AO trust and public trust in specific scenarios
2. validate these models using data collected from AOs and the public
3. execute simulations on these models for numerous scenarios to identify

a.  recommendationsto AOs and/or FEMA for actions to take that increase trust

b. recommendationsto AOs and/or FEMA for actions to avoid that decrease trust

Results of thiswork consist of
1. adetailed technical report (this report) describing the process employed in the development
and validation of the trust models and the resulting structure and functionality of the models

2. Trust Model Smulations for the Wireless Emergency Alerts (WEA) Service, areport detailing
the scenarios and simulations executed on the trust models [Morrow 2013]

3. Maximizing Trust in the Wireless Emergency Alerts (WEA) Service, arecommendations re-
port analyzing the results of the simulations and identifying trust-enhancing practices to be
employed and trust-degrading processes to be avoided by both AOs and FEMA [Woody
2013]

This project began with areview of the literature addressing issues of trust in public alerting. Asa
result of this review, we adjusted the project scope to focus primarily on “trust” factors considered
within the influence or control of WEA system operators and AOs. We realized that most, if not
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all, potential factors associated with trust in the WEA system would be subjective in nature. This
realization suggested the use of Bayesian belief networks (BBNs) to model trust. It also suggested
that we would need to perform extensive data collection through interviews and surveys of AOs
and representatives of the public who would be receiving these alerts. To facilitate this data col-
lection, we approached the CM U Office of Research Integrity and Compliance for guidance and
approval with regard to the human-subject research aspects of the WEA trust model development.
The literature review enabled the development of an interview script containing 25 interview
guestions, which were then administered to 17 emergency aert organizations.

From these initial interviews, we identified 56 preliminary factors as potentially influential on the
public’'s and/or AOs' trust in the WEA system. Using cause—effect mapping tables, we consoli-
dated the trust factor lists into a more manageable list of 27 trust factors for the public trust model
and 35 trust factors for the AO trust model. Armed with the list of trust factors for each model, we
then developed surveys to canvas members of the public and AO communities for their responses
to hypothetical alert message scenarios. Consequently, we developed three surveys of approxi-
mately 19 questions each to administer to equal subsets of approximately 5,000 members of the
public. We aso developed three surveys of approximately 12 questions each to administer to
equal subsets of approximately 560 AOs. After subjecting the data collected from the surveysto
statistical analysisinvolving hypothesis testing and linear regression modeling, we concluded that
only 7 of the relationships in the public trust model were statistically significant at the 5% level
while 29 of the relationshipsin the AO trust model were statistically significant at the 5% level.
That does not mean that the remaining relationships did not influence trust; it means that we need
more survey data to achieve alarger sample than we were able to collect. Such a sample would
reduce the measurement noise and enable us to determine the relationship.

Once we had devel oped the model s, we exercised each with a series of scenarios addressing all of
the model inputs and outputs. We also presented these same scenarios to panels composed of rep-
resentatives of the public and alerting subject-matter experts. For each BBN model, we related the
probability predictions of trust outcomes to the results from corresponding validation scenarios.
The result was a collection of linear regression equations that capably “calibrate” the BBN predic-
tionsto final validation scenario results, as shown in Figure 1.

| dentify trust Quantify trust Calibrate
factors ”| relationships » DECERESN i BBN
A

Develop Execute
survey survey

Develop Create AO & Execute

Lp»] vadlidation || public SME p| validation

survey panels survey

Figure 1: Trust Model Validation Process

We expected such atransform to be necessary because the BBN models were popul ated based on
1:1 factor assessments and ignored possible factor interactions. Hence, the regression equations
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used to transform the BBN prediction probabilities account for both missing interaction effects
and measurement error associated with the small sample of validation scenario evaluations. In the
final analysis, the BBN trust models facilitated the operational analysis of additional and unprece-
dented scenarios in support of a separate effort to develop guidance for AOs and WEA system
operators concerned with trust in the WEA system. We aso identified opportunities for future
research that could leverage the operational nature of the BBN trust models in AgenaRisk, name-
ly, the conduct of observational research into the trust factors, making use of the learning mecha-
nisms possible within BBN models.
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Abstract

Trust is akey factor in the effectiveness of the Wireless Emergency Alerts (WEA) service. Alert
originators (AOs) must trust WEA to deliver alerts to the public in an accurate and timely manner.
Members of the public must also trust the WEA service before they will act on the aerts that they
receive. Thisresearch aimed to develop atrust model to enable the Federal Emergency Manage-
ment Agency (FEMA) to maximize the effectiveness of WEA and provide guidance for AOs that
would support them in using WEA in a manner that maximizes public safety. The research meth-
od included Bayesian belief networks to model trust in WEA because they enabl e reasoning about
and modeling of uncertainty. The research approach was to build models that could predict the
levels of AO trust and public trust in specific scenarios, validate these models using data collected
from AOs and the public, and execute simulations on these models for numerous scenarios to
identify recommendations to AOs and FEMA for actionsto take that increase trust and actions to
avoid that decrease trust. This report describes the process used to develop and validate the trust
models and the resulting structure and functionality of the models.
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1 Introduction

1.1 Background

The Wireless Emergency Alerts (WEA) service, formerly known as the Commercial Maobile Alert
Service (CMAS), enhances public safety by providing authorized emergency management agen-
cies (EMAS) with the capability to issue aerts and warnings to mobile communication devices
(e.g., cell phones) in a designated geographic area. WEA is a component of the Integrated Public
Alert and Warning System (IPAWS) operated by the Federal Emergency Management Agency
(FEMA) in cooperation with the Federal Communications Commission (FCC) and supported by
the Department of Homeland Security Science and Technology Directorate (DHS S&T).

WEA messages may be initiated by authorized national, state, local, tribal, and territorial EMAS.

Three categories of WEA messages may be sent:

1. Presidential — Only the president of the United States can issue a Presidential Alert. This
message enables the president to alert or warn a specific region, or the nation as awhole, of
an event of critical importance.

2. Imminent Threat — EMAS may issue alerts to specific geographic areas affected by an imme-
diate or expected threat of extreme or severe consequences. Threats may arise from a number
of sources, including weather conditions (e.g., tornadoes, flash floods), law enforcement ac-
tions (e.g., riots, gunfire), fires, and environmental hazards (e.g., chemical spills, gas releas-
€s).

3. Americas Missing: Broadcast Emergency Response (AMBER) — EMAs may issue AMBER
Alerts for missing or abducted children.

WEA messages are initiated by the EMAs and transmitted to the IPAWS Open Platform for
Emergency Networks (IPAWS-OPEN) system using the Common Alerting Protocol (CAP) for-
mat. After authentication and verification, IPAWS-OPEN processes the WEA message and sends
it to the commercial mobile service providers (CM SPs) participating in the WEA service. The
CM SPs broadcast the alert from cell towersin the areato all compatible cellular devices. The cel-
lular devices produce a distinctive ringtone, vibration pattern, or both and display the WEA mes-

sage.
1.2 Problem Statement

Trust is akey factor in the effectiveness of the WEA service. Alert originators (AOs) and EMA
management must trust WEA to deliver alertsto the public in an accurate and timely manner. Ab-
sent thistrust, AOs will not use WEA. Members of the public must also trust the WEA service.
They must understand and believe the messages that they receive before they will act on them.
Clearly, FEMA, the EMAS, and the AOs must all strive to maximize and maintain trust in the
WEA serviceif it isto be an effective alerting tool.

In 2012, DHS S& T tasked the Carnegie Mellon® Software Engineering Institute (SEI) with de-
veloping aWEA trust model. The purpose of this model was to provide datafor FEMA that
would enable them to maximize the effectiveness of WEA and provide guidance for AOs that

CMU/SEI-2013-SR-021 | 1



would support them in using WEA in a manner that maximized public safety. At ahigh level, our
approach to this task was to
1. build models that could predict the levels of AO trust and public trust in specific scenarios
2. vadlidate these models using data collected from AOs and the public
3.  execute simulations on these models for numerous scenarios to identify

a. recommendationsto AOs and/or FEMA for actions to take that increase trust

b. recommendationsto AOs and/or FEMA for actions to avoid that decrease trust

Results of thiswork consist of

« adetailed technical report (this report) describing the process employed in the devel opment
and validation of the trust models and the resulting structure and functionality of the models

o Trust Model Smulations for the Wireless Emergency Alerts (WEA) Service, areport detailing
the scenarios and simulations executed on the trust models [Morrow 2013]

o Maximizing Trust in the Wireless Emergency Alerts (WEA) Service, arecommendations re-
port analyzing the results of the simulations and identifying trust-enhancing practices to be
employed and trust-degrading processes to be avoided by both AOs and FEMA [Woody
2013]

1.3 Project Environment
1.3.1 Project Context

Thistask was conducted as part of alarger engagement between the SEI and DHS S&T. DHS
S& T had contracted the SEI to perform a number of tasks focused on maximizing deployment of
WEA. These tasks included

« development of an integration strategy providing guidance to EMAs and AOs in the adoption
and deployment of WEA [SEI 20133

« development of a security strategy providing recommendations for FEMA to manage the cy-
bersecurity of the WEA service and recommendations for AOs to manage the cybersecurity
of their systems accessing the WEA service [SEI 2013b]

« development of documents to promote WEA adoption by AOs:

- documentation of a 2011 demonstration of the WEA servicein New York City [ Trocki
Stark 2013]

- development and documentation of a collection of best practices addressing AO adop-
tion and use of WEA [McGregor 2013]

- development of aWEA trust model (this task)

A great deal of synergy existed between these tasks, enabling the SEI to share knowledge and
resources to the benefit of all tasks.

1.3.2 Project Team

The project team consisted of members from the SEI and from SRA International, Inc. The SEI
team members provided the necessary internal domain knowledge of WEA and supplemental ex-
perience with statistical analysis and probabilistic modeling. The SRA members contributed
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knowledge of previous workshops aimed at identifying trust factors along with accessto an exten-
sive list of emergency dert notification officials from across the United States.

The SEI was aso assisted in this task by numerous EMA organizations, as noted in the Acknow!-
edgements section, that provided both data and valuable insights into public alerting through par-
ticipation in interviews, surveys, and other data collection vehicles.

1.4 Intended Audience

As noted earlier, thisis one of three reports resulting from this work. This report is not specifical-
ly aimed at members of the alert origination community or at FEMA staff concerned with sustain-
ing and improving the WEA service—that audience will be addressed by the report Maximizing
Trust in the Wireless Emergency Alerts (WEA) Service [Woody 2013].

This report targets an audience who wants to understand the process of developing and using trust

models. Thisaudienceislikely to include

« researchers who wish to understand, develop, or use trust modelsin public alerting, or any
other domain

« public aerting researchers who wish to understand, use, or expand on the work contained
herein

Therefore, this report addresses only the trust model development process and the trust models
themselves. It does not address the use of the models to execute simulations or the findings from
the analyses of these simulations. These topics are contained in the other reports.
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2 Challenge

During theinitia planning for this project, we wrestled with the challenge of modeling factors
related to both the public’s and the AO’ strust in the WEA system. Due to the subjective nature of
these factors, we concentrated on probabilistic modeling as an attractive method to combine the
expected historical data from research into emergency notification systems with more subjective
data derived from expert opinion. The plan that we implemented resulted in a unified model that
enabled simultaneous evaluation of the effects of many driving factors on outputs representative
of trust. This construct supported the need to evaluate awide variety of scenarios to develop guid-
ance to WEA stakeholders regarding events, factors, and actions that may affect trust in the WEA
service.

Ancther challenge arose from the number of factors influencing trust, stressing our ability to con-
fidently cover the space of interactions between factors. These factors could have been assessed in
literally billions of combinations. We addressed this issue through the use of fractional factorial
design methods and Monte Carlo simulations.
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3 Scope of Effort

We identified amyriad of factors related to trust during the review of previous related work on
effectiveness of emergency alert notification systems. Examples of the wide-ranging factorsin-
cluded economic, geographic, cultural, and demographic factors. Upon reflection of these factor
categories and the mission of this project to develop a quantitative trust model of the WEA system
as an aid to guide WEA system deployment and use, we decided to target factors that participants
in the WEA system could directly control or significantly influence. Consequently, we leveraged
only the previous work related to controllable factors and focused ongoing interviews of emer-
gency dert notification officials and members of the public on potential controllable factors. Ex-
amples of factors excluded from the modeling include gender, marital status, employment status,
and other personal demographics.

A form of narrative research from interviews and surveys of EMA officials and the public provid-
ed the bulk of the information and quantitative data employed within the trust model. We priori-
tized causal factors of trust that appeared in both the previous literature and the initial expert
interviews. Then, we added to the target list additional factors that appeared common to multiple
expert interviews. We decided to be more inclusive rather than exclusive with potential causal
factors, knowing that subsequent survey results would identify factors that did not appear to be
causal in nature to the trust model outcomes. As aresult of the above process, we pursued a short
list of controllable factors in the trust model that served to drive the subsequent survey questions
used to determine the strength of causal relationships within the model.

The last scoping decision involved how to quantitatively treat causal factors that did not have
causal factors of their own. These factors would require a probability distribution representing
their historical behavior. In the absence of such historical distributions, we decided to implement
prior distributions of ignorance, such as the uniform distribution. Essentialy, the trust models
treat these factors with equal chance of any value on the 0-100% scale. As more historical infor-
mation about these isolated factors becomes available, the model may be easily updated to incor-
porate known probability distributions and then used to evaluate different scenarios of factors for
resulting values of the trust model outcomes.

CMU/SEI-2013-SR-021 | 5



4 Assumptions and Constraints

The following assumptions and constraints served to evolve the form of, and inputs to, the proba-
bilistic trust model, thereby influencing the results gained from the modeling effort.

Budget and schedule. During the literature search, we amassed a wealth of information of related
work on effectiveness of emergency natification systems. It became apparent that the entire budg-
et and schedule for this project could easily be exhausted in an attempt to thoroughly digest the
voluminous materials and, specifically, the bibliographies provided by Dr. Mileti. Consequently,
we decided to leverage the materials in a non-exhaustive approach that served to inform the inter-
view questions addressed to the experts and help prioritize the set of factors used to create the
probabilistic model. Many factors not pursued in this project could still be the subject of study and
evaluation for causal modeling. However, the expert interviews added the necessary confidence to
the set of factors identified for continued study in this project.

Accessto emergency alert notification officials. Recognizing that emergency aert notification
officials had little time to assist with research, as well as the fact that several emergency situations
occurred in the United States during the conduct of this project, we interviewed as diverse a set of
officials as possible. The combined efforts of the SEI and SRA staff helped to ensure abalance in
the expert interviews and provided arich base of 560 email addresses for the emergency aert no-
tification surveys.

Accessto representative member s of the public. We encountered a number of barriersin reach-
ing areasonably sized sample of members of the public to participate in the trust model surveys.
Issues of survey representativeness and randomness remained problematic. In Section 11, which
coversthe analysis of the surveys, we discuss challenges regarding external validity and the abil-
ity to generalize from this sample. We finally decided to use over 5,000 email addresses from four
different sources to reach a semi-balanced and diverse population. The targeted public email ad-
dresses, used with appropriate approvals, were derived from the following four groups:

the ASQ Reliability Division membership

the ASQ Software Division membership

the local Pittsburgh members of INCOSE

staff from within the Software Engineering Ingtitute

A wDd e

Limitations on data collection from interviews and surveys. As mentioned earlier, we had to
rely on interview and survey data rather than observational data. Specific constraints surfaced dur-
ing the conduct of the interviews and surveys related to the need to secure feedback on joint con-
ditional probabilities related to scenarios of multifactor behavior. For example, severa initial
versions of the interview questions and survey guestions would have asked respondents to provide
feedback on scenarios possessing specific behaviors of 7 to 12 factors. The respondents would
have had neither the cognitive ability nor the patience to provide differentiated responses to ques-
tions with minor nuances. As aresult, we decided to primarily focus on 1:1 factor relationships to
build the probabilistic model, with validation scenarios involving 3 to 5 causal factors serving to
identify when major interaction effects of factors existed. Aligned with this approach, we adopted
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an independence assumption among causal factors until sufficient data demonstrated that the as-
sumption was inappropriate. Although specific interaction effects did not appear to surface, some
degree of interaction occurred, thereby causing moderated values of trust outcomesin specific
scenarios. As aresult, some extreme trust outcomes may be understated. Nevertheless, we ob-
served interesting results across the validation scenarios that will drive useful conclusionsin the
Maximizing Trust in the Wireless Emergency Alerts (WEA) Service report.

Need to address diver se scenarios with incomplete information. Early in the project, we
learned that the trust model would have to provide results based on limited or incomplete infor-
mation about different causal factors. This specific criteria significantly influenced the decision to
pursue a Bayesian belief network (BBN), knowing that such models may operate with incomplete
information.

Need to create a hierarchal model. Therelatively large set of causal factorsinitialy identified
by the literature review and expert interviews, combined with the need to handle incomplete in-
formation of factors, significantly influenced the pursuit a hierarchal model of causal factors. Es-
sentialy, instead of having 40 factors all drive a single trust outcome, we decided that the
research and modeling would be more practical if conducted in a hierarcha fashion. We observed
that experts could help categorize and group causal factors such that they could evaluate more
basic “micro” scenarios for strength of relationships. This approach was confirmed during an ex-
ercise in which both SEI and SRA experts participated in a cause—effect matrix analysis of poten-
tial causal factors. The experts found it practical to evaluate the high-priority cause—effect
relationships and think of scenariosin ahierarchal fashion. In the end, this approach helped im-
mensely with the practical aspects of using AgenaRisk as a probabilistic modeling platform.

Compliance with human-subjectsresear ch requirements. Realizing early in the project that
subjective ratings of causal factors of trust would be necessary, we submitted the required applica-
tion for Human Subject Research (HSR) and associated HSR materials and received approval
from the CMU Internal Review Board (IRB), as shown in Appendix A. The HSR requirements
provided much guidance on how to protect the participants of the interviews and surveys and how
to collect and secure the resulting data. On the other hand, some of the required introductory lan-
guage and questions prefixed to each survey may have negatively affected the response rates. Alt-
hough we did not quantify this detriment, we received oral feedback from some respondents
internal and external to the SEI who found the survey too time consuming and bureaucratic to
take in avoluntary fashion. Additionally, while the response rates were low (7—12%), the number
of responses provided sufficient data to derive an input distribution of prior probabilities for the
model. However, the question of bias in the input distribution remains.
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5 Approach

During project planning, we developed the project flow depicted in Figure 2. These 14 steps pro-
vided the ability for the SEI and SRA staff to contribute in respective areas of strength, coordinate
dependencies among activities, and leverage existing work. A short description of each step fol-
lows to include the primary value added to the development of the WEA trust models.

. Step 2: Step 3:
Step 1: . [=—>] Reviewthe |==p Design the Alert Originator
Plan the Project Literature Interview Scripts
Step 4: Step 5: ~ Step6:
L Conduct Initial Alert ===  Summarize —3| Synthesize Initial List of Causal
Originator Interviews Interview Notes Factors for WEA Trust
Step 7: Step 8:
= Conduct Cause-Effect —3p| Design the Bayesian Belief
Analysis Between Factors Network (BBN) Model
Step 9: Step 10:
= Develop Survey Questions to Populate =3  Administer Surveys
Quantitative Relationships within the BBN Using Qualtrics
Step 11: Step 12:
= Analyze Survey Results; =>»| Design Validation Scenarios;
Populate the BBNs Conduct Interviews

Step 13: Step 14:
Validation Test BBN =3 Evaluate Additional Scenarios;
Models and Adjust Write Final Report

Figure 2: WEA Trust Model Development Flow

Step 1: Plan the Project

We capitalized on anumber of previous experiences to help identify the work breakdown struc-
ture, effort, and schedule of the devel opment of the WEA trust models. Specifically, SEI team
members brought skills in the application of BBNs from previous work both within and external
to the SEI. SEI team members aso brought skillsin the design and issuance of online surveys
using the Qualtricstool. Last, SEI team members brought experience from previous submissions
for human-subject research, thereby facilitating approvals from the CMU IRB, as shownin Ap-
pendix A. The SRA team members brought experience and information from previous workshops
involving adiverse set of AOs. Both SEI and SRA staff contributed valuable contact information
for potential survey respondents, thereby eliminating one of the major risks identified for this pro-
ject.
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Step 2: Review the Literature

Aswe show in Section 6, a healthy literature review provided awealth of information to guide the
development of the trust models. One emphasis during the literature review was to identify previ-
ously recorded, controllable factors affecting trust in public aerting systems. Another special em-
phasis was to identify current research reports suggestions for next steps and continued research,
as thisinformation substantiated and informed the pursuit of a quantitative model. We hope that
this modeling effort will contribute to the community’ s appreciation for such quantitative model-
ing and inspire additional data collection, cognizant of how such information may be readily ap-
plied in an operational mode!.

Knowledge from the literature review was then augmented by interviews with public aerting sub-
ject-matter experts, in particular, Dr. Art Botterell and Dr. Dennis Mileti. Dr. Mileti had authored
anumber of research reports focused on factors affecting the public response to emergency notifi-
cations, including two research reports that provided awealth of knowledge and insight into fac-
tors that appeared appropriate for the trust modeling [Mileti 1990, 2006]. Mileti foretold the need
for a quantitative trust modeling approach [Mileti 1990]. Among the topics of discussion with
Mileti was our situational need to depend on interview data and survey data from both members
of the public and the AO community. While both we and Mileti realized that observational re-
search (measuring actual behavior, possibly under controlled conditions) was a superior way of
measuring trust, we also realized that such research was not feasible in this circumstance. We
chose to proceed with an interview and survey approach, carefully constructing the interviews and
surveys to minimize the risk of reported results diverging from actual behavior.

Step 3: Design the Alert Originator Interview Scripts

The SEI and SRA staff collaborated to create interview scripts consisting of required and optional
guestions as well as follow-up probing questions for the interviews of AOs. Appendix B provides
these interview scripts. The scripts enabled efficient interviews with time-limited interviewees.
Most interviews were telephonic, but some interviews occurred in person at the SEI in Pittsburgh.
We used these interviews to solicit information on trust factor ideas related to both the public and
the AO communities.

Step 4: Conduct Initial Alert Originator Interviews

We conducted a series of interviews of AOs during the period of October 2012 through January
2013. Although we led many interviews with most of the team members present, we led a number
of interviews with only one or two team members present. Generally, each interview lasted be-
tween 45 and 90 minutes, and we often took turns asking baseline and follow-up questions. Sev-
eral of the AOs were gracious in allowing follow-up interviews as we sought to further clarify or
confirm responses. We were encouraged by how forthright the AOs’ responses were with regard
to what currently works and does not work within their alert notification systems. Their demon-
strated professionalism added confidence in the quality of responses to the interview questions.

Step 5: Summarize Interview Notes

Once all of the interviews were completed, we summarized and condensed the different team
members notes into a single document, shown in Appendix B. This process helped to reduce re-
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dundancy and conflict among team members’ notes as well as to enrich specific responses based
on which team member took the most clear and detailed notes. This process also enabled usto
solve uncertainties related to interviewees' use of acronyms and terminology often foreign to most
of the team members. The team discussion of the summary notes also served an educational pur-
pose by enlightening team members new to the emergency notification domain.

Step 6: Synthesize Initial List of Causal Factors for WEA Trust

With the interview summary completed, we created an initial list of potential causal factors of
trust from both the literature review and the interview results, shown in Appendix C. Thislist
evolved through a number of iterations of team review to the final list of causal factors for each
BBN model, also shown in Appendix C. Due to the length of the original list and some overlap or
dlight nuances in definition, we collapsed a number of factorsinto single named factors as an aid
to the subsequent surveying and modeling. Thefinal list of factors and definitions for the public
and AO trust models appear in Appendices D and E, respectively.

For the public trust model, we found Mileti’ s proposition of a sequential model of Hearing =
Understanding = Believing = Acting to be a compelling approach to modeling public trust in the
WEA system. Additionally, Mileti’ s report provided an abundance of factorsto consider in the
trust modeling [Mileti 2006].

For the AO trust model, we decided on three factors that logically fit the decision process of AOs
in determining whether to use the WEA system:

1. Available: Isthe WEA service available for use by the AO?
2. Appropriate: Isthe WEA service a suitable alert tool for the incident or event?
3. Effective: Doesthe AO perceive that the WEA service will be an effective alerting tool ?

Asdiscussed in more detail in Sections 6 and 7, we first studied factors related to trust identified
in previous work, and then verified and extended that understanding through subsequent inter-
views and surveys with members of both the emergency alert community and the public. Thein-
terviews drove the decision process for choosing the high-priority factors to model, and the
surveys provided the quantitative basis to link the various factors together and with various trust
outcomes.

Step 7: Conduct Cause—Effect Analysis Between Factors

With the reduced set of prioritized causal factors for each trust model, we then conducted a cause—
effect scoring between pairs of factors using a cause—effect matrix popularized in scenario plan-
ning [Lindgren 2009]. We represent the results of these scorings as hierarchies of factors for the
public and AO trust modelsin Appendices F and G. Due to schedule and resource constraints, the
cause—effect scoring remained subjective and based on the consensus of the team. We then used
this relationship scoring for the next step of designing the BBN model.

Step 8: Design the Bayesian Belief Network Model

Designing a BBN model with cause—effect arrows may be accomplished in many ways. A re-
searcher with access to awealth of historical data regarding the factors and their relationships
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could use a method such as structural equation modeling to help decide which relationship arrows
to model [Hoyle 2012]. Alternatively, one could analyze the cause—effect relationship matrix as a
design structure matrix [Eppinger 2012] and then use a reduction technique to remove any and all
cycles from the matrix. In this project, the simplicity of cause—effect relationships enabled us to
informally identify and resolve any cycles in the factor relationships, such that we produced an
acyclic graph and directly converted it into aBBN. Appendix H shows the resulting BBN for the
public trust model, while Appendix | shows the BBN for the AO trust model. These appendices
depict both the condensed forms of the public and AO trust models with primary factors noted
and the expanded versions of the public and AO trust models. The expanded models show the
additional, artificial joining nodes necessary to accommodate the combinatorial effects often en-
countered in BBN modeling. Additionally, operational copies of the actual AgenaRisk model files
are available to the sponsor as potential assets to be updated and used over time.

Step 9: Develop Survey Questions to Populate Quantitative Relationships within
the BBN

Developing the survey questions to enable populating the BBN relationships quantitatively proved
to be more challenging than originally envisioned. We originally thought that asking pairs of
guestions with indications of which factors would be set at each “ setting” would be too abstract.
Additionally, we remembered from the discussions with Dr. Mileti that what people say and what
they do may be entirely different. Consequently, we decided to create survey questions with real -
istic scenario descriptions for respondents to assess. Although this approach still involved are-
spondent’ s answer, it moved the questioning closer to evaluating a respondent’ s behavioral
response. Appendix Jincludes the surveys for the public trust model while Appendix L includes
the surveys for the AO trust model. We developed three surveys for each model after initial time
trials confirmed that a single survey would take too much time for a respondent to reasonably fin-
ish without dropping out. Consequently, an analysis of the required number of survey questions
containing scenarios, along with the number of available email addresses for the public and AO
communities, produced a design of three surveysfor each BBN model. The analysis appears to
have been valid because the subsequent dropout rates for the surveys were minimal.

Step 10: Administer Surveys Using Qualtrics

The SEI administered the surveys using the Qualtrics survey tool, compiling the survey questions
into questionnaires within the tool. The questionnaires were then piloted among a select group of
people to ensure the proper operation of the tool, presentation of the questions, and collection of
the responses.

Our choice of Qualtrics as a survey tool was fortuitous. The SEI aready possessed a site license
of Qualtricsto conduct surveys, without limitsto size or type of survey. Additionally, the ASQ
required that itsinternally adopted survey license of Qualtrics be used to afford maximum protec-
tion for members' email addresses. We thus reaped efficiencies with the painless export and im-
port of surveys between the SEI and ASQ Qualtrics licensed installations while maintaining
needed control and privacy of email addresses. This arrangement further supported the CMU IRB
requirements to safeguard and control raw information and subsequent data from surveys involv-
ing human-subject research. Qualtrics also provided the ability to control who took the surveys,
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thereby satisfying CMU IRB requirements that respondents meet specific criteria before they
would be enabled to take the survey.

Step 11: Analyze Survey Results; Populate the BBNs

Once the survey time period closed, we downloaded and analyzed the raw results at the individual
respondent level for each survey. Only personally de-identified data was shared among team
members for purposes of review and statistical analysisto feed the BBN models. We provide
sanitized results of the public trust surveysin Appendix N and sanitized results of the AO surveys
in Appendix P and R. We summarized the results in two ways:. (1) according to the profile re-
sponses against the original 7-point scale and (2) according to a 0—100% probability scale derived
from mapping the 7-point scale to the 0-100% probability scale. The primary purpose for convert-
ing the ordinal scale of 1—7 to a continuous probability scale of 0—100% was to enable us to popu-
late the BBN trust models with most factors measured on probability scales. However, the AO
BBN model and associated surveys maintained both ordinal and nominal factor scales, which
served a purpose based on the nature of the factorsin the AO BBN model. The AO factor settings
are shown in the AgenaRisk tool export in Appendix T.

To populate both BBN models, we compared specific groups of questions to help quantify a given
1:1 factor relationship in the BBN. Appendix K gives the groupings of questions mapped to spe-
cific BBN relationships for the public trust model while Appendix M gives the similar mapping
for the AO trust model. The statistical comparisons conducted for the 1:1 factor relationships
within the public and AO trust models appear in Appendices O and Q, respectively.

To quantify the relationships in the BBN models, we took the following specific approaches. For
the public trust BBN model, the probability of acting on aWEA aert message was conceptualy a
reliability series calculation of the product of the probability of hearing, the probability of under-
standing, the probability of believing, and finally, the probability of acting. Likewise, within the
AO BBN model, the probability of using the WEA system was conceptually areliability series
calculation of the product of the probability that the triggering incident is appropriate for the use
of WEA, the probability that the WEA system is available, and the probability that the WEA sys-
tem would be effective for the given incident. The intended consequence of the reliability series
calculation isthat each item in the reliability seriesis required to achieve the overall outcome of
Acting or Utilization of the WEA System. Traditional averaging methods would not achieve this
because the averaging calculation could mask low probabilities of specific factors. We present the
full description of the factor formulas within the public and AO BBN models as automatic Age-
naRisk tool content exportsin Appendices Sand T, respectively.

Step 12: Design Validation Scenarios; Conduct Interviews

The SEI staff members created validation scenarios to use after completing each BBN model as a
way to verify external validity and to demonstrate the model validity for scenariosin which inter-
action of effects might exist between multiple causal factors. To accomplish this, the SEI staff
employed fractional factorials from statistically designed experiments to identify a minimum
number of scenarios that would test the interactions of a set of factorsin context of agiven inter-
im or fina output factor in the BBN. Consequently, we used a set of fractiona factorial designs as
the designs for the validation scenarios. As before, each row in afractional factorial became the
basis for a defined scenario in areal-world description that we would evaluate during validation
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interviews occurring after the BBN model development. Appendix U gives the validation scenari-
os for the public trust model while Appendix Y gives the validation scenarios for the AO trust
model.

These scenarios formed the basis for developing validation surveys for the public and AO trust
models, shown in Appendices V and Z, respectively. Although intended to be as efficient as pos-
sible, the resulting validation scenarios stretched the patience of the participantsin the validation
exercise. The scenarios often had only very slight differences requiring strict attention by the vali-
dation participants.

To validate the public trust model, we chose a panel of eight representatives of the public at ran-
dom from the SEI staff. Advance knowledge of the WEA service was not a criterion for selection,
and many of the panel members had minimal exposure to WEA. To validate the AO trust model,
we interviewed eight emergency management professionals familiar with the WEA service. We
conducted the interviews either in person or telephonically.

We provide the results of the validation surveys for the public and AO surveysin Appendices W
and AA, respectively. These results proved invaluable to validating the BBN model s because they
purposely embodied the joint effects of multiple factors, thereby providing the opportunity to see
interaction effects on trust outcomes.

Step 13: Validate Test BBN Models and Adjust

Once we evaluated the validation scenarios using the validation surveys, we recorded the results
and compared them to the predictions made by the respective BBN model. One way we decided
to validate the BBN model adequacy included comparing the BBN model prediction used as an
independent variable with the validation scenario interview result used as the dependent variable
within alinear regression exercise. Appendix X includes the results of this validation statistical
analysisfor the public BBN model while Appendix AB includes the results of the validation sta-
tistical analysisfor the AO BBN model. Most validation results were statistically significant, with
adjusted r? values in the range of 50-90%.

The major adjustments we made to the models after the validation exercise arose in two aress.
First, the original approach of combining different factors into a single interim factor consisted of
equal voting through use of asimple averaging scheme. However, validation results demonstrated
that such averaging made the BBN prediction insensitive to specific causal factors behavior when
compared to the validation scenario interview result. As aresult, we used aweighted average
scheme in which each beginning factor received aweight equivalent to the inverse of the factor’'s
value. This adjustment produced results more aligned with the validation scenario interview re-
sults. The second adjustment occurred within the AO BBN. Specificaly, the AO surveys con-
tained questions concerning the likelihood that the AO would use the system if it were available
or the likelihood that the AO would use the system if it would be an effective mechanism for the
specific incident. We concluded that such questions were too abstract for AOs to answer reasona-
bly and consistently. As aresult, the probability of Utilization of the WEA system within the AO
BBN simply became the product of the three probabilities associated with Appropriateness, Effec-
tiveness, and Availability. This adjustment greatly enhanced the sensitivity of the AO BBN to
specific factor behaviors as seen in the validation scenario interviews.
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In the final analysis, the validation activity produced regression equations that we used to trans-
form the BBN predictions into the expected probabilities of the outcome factors of each BBN. We
provide the equations for the public and AO trust BBNsin Appendices X and AB, respectively.
We could have easily programmed these regression equations in the BBN nodes for the respective
outcome factors, but we chose to show them separately for transparency to the reader. For exam-
ple, the validation activity of the public trust model resulted in the following formulas, shown in
Appendix X, in which the mean probability prediction for an alert recipient taking action in re-
sponseto an dertis

Expected Acting Probability = —6.04 + 11.6 * 103_Acting
And the mean probability prediction for an alert recipient believing an dert is

Expected Believe Probability = —6.35 + 12.7 * 100_Believing
We include similar “calibration” regression equations for the AO BBN model in Appendix AB.

Step 14: Evaluate Additional Scenarios; Write Final Report

After the validation activities, we then evaluated a significant number of additional scenariosto
feed conclusions and guidance for WEA system stakeholders and AOs, which we will document
in the Maximizing WEA Trust report. Scenarios may be evaluated using the executable AgenaRisk
BBN files provided to the sponsor. We provide helpful information, including tool configuration
settings required to successfully use AgenaRisk, in Appendix AC. At the end of the project, the
SEI modeling team members then documented the trust model development journey and artifacts
for thistechnical report, providing sufficient detail to motivate subsequent use and updating of the
model as well as compelling evidence that the BBN models may be used to evaluate additional
scenarios.
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6 Literature Review

6.1 Overview of the Literature

The literature about trust in emergency response focuses on two areas. conceptualizations (princi-
ples) and case studies. We address these separately and then cover papers and bibliographies.
Most of the literature focuses on the receivers of the warnings (the general public), although some
addresses the senders (alert originators). For example, one source asks under what criteria AOs
accept an alert for distribution.

Of specia note, we benefited greatly from an opportunity to discuss the topic of public emergency
notification systems, and the state of the literature on such systems, with Dr. Dennis Mileti. Dr.
Mileti’ sinsight, as we will discuss later in this report, influenced team decisions regarding the
scope of the trust modeling as well as specific validity concerns with the original research design.

6.1.1 Conceptualizations

In 1990, Mileti and Sorenson reviewed over 200 studies of warning systems and warning response
schemes [Mileti 1990]. These reviews are presented in a comprehensive and highly cited paper,
but it predated broad use of mobile phones and the internet, so its technological baseline is dated.

The paper defines types of hazards and groups hazards according to the time frame of prediction
(short or long), knowledge about impacts (known or unclear), and whether the hazards are easy or
difficult to detect [Mileti 1990]. It defines three subsystems of warning systems (detection, man-
agement, and response). One chapter discusses the decision to warn the public, content of awarn-
ing message, dissemination channels, and the necessity to monitor to what extent the message was
received and heeded. Two chapters discuss, first, dilemmas and adverse consequences of warning
and, second, technological, organizational, and societal issues such as ethics and a philosophy of
warning. Influenced by this paper, we emphasized trust factors related to the timeliness of the
alert, the time window to take action, additional detail surrounding the context of the alert, content
of the actual dert, and sensitivity to under- and over-alerting the public.

Chapter 5 of the paper describes the process of receiving the warning message and identifies fac-
tors that would cause the public to heed or ignore the warning, most of which were of specific
interest to this project [Mileti 1990]. Important characteristics of the warnings themselves includ-
ed the source of the warning (which agency); the channel by which the warning was received;
message consistency, credibility, accuracy, and understandability; and the frequency of warnings,
all of which we modeled in this project. Characteristics of the population receiving the warning
included gender, ethnicity, age, stage of life, family contexts, and individual characteristics such
as atendency to fatalism or risk perception and experience or training regarding the nature of the
warning. We deemed these population characteristics, as discussed later, out of scope for the pur-
poses of this trust modeling project. The paper also debunks a series of popular misconceptions
about the behavior of the public, belief in which can make warnings less useful and even self-
defeating.

Mileti and Sutton created a PowerPoint overview that mitigates the dated aspect of Mileti and
Sorenson’s earlier work by addressing social media and today’ s constant flood of media coverage
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[Mileti 2009]. We addressed both corroboration in social media and the frequency and repetition
of aertsin this project. This presentation also offers a separate, large bibliography, describes offi-
cial warning systems, notes myths, and makes recommendations. Myths include panic, starving
the public of information in the name of simplicity, responses to false alarms, control of warning
information, and the validity of warnings that the public finds via social media. Both the history
of false dlarms and the ability to corroborate alerts with social mediadid persist as factorsin our
trust models. Mileti and Sutton conclude that message content, repetition, cues, and milling are
very important. Their list of factors that go into an “evidence-based” warning informed a number
of factorsin our models.

Jackson, Faith, and Willis took an engineering approach to evaluating the reliability of emergency
response systems [Jackson 2010]. They apply the failure-mode effects and criticality-analysis
technique from systems engineering to assess what could go wrong with an emergency response
system, how likely and how consequential the failure would be, and methods of computing areli-
ability number. Such analyses can vary depending on assumptions about public response and thus
provide input into trade studies about different warning strategies. This work influenced our deci-
sion to adopt the Available, Appropriate, and Effective trust factors within the AO trust model. It
also convinced us to adopt a probability-based approach to modeling trust, including areliability
series calculation that multiplies probabilities of the sequentia parts, effectively treating each as-
pect as essentia to the overall function of trust.

Aloudat and Michael review how “location-based services’ have been used to date in warning
systems [Aloudat 2011]. Location-based servicesinclude “any service that provides information
pertinent to the current location of an active mobile handset.” For example, Enhanced 911 (E-911)
calls and notifications can be sent to all cell phones within a geographical location affected by a
disaster warning. The authors compare Short Message Service (SMS) text message technology
with Cell Broadcast Service (CBS). SM'S messages are sent to one phone at atime, which can be
very slow. Furthermore, SM 'S messages are not delivered to phones located within a designated
area; they are delivered to phones registered within a designated area. CBS broadcasts to all
handsets within one cell tower area and can be very fast, but the handset must be capable of re-
ceiving and displaying such broadcasts.

Aloudat and Michael give abrief history of warning networks in the United States, including
WEA under its former name, the Commercial Mobile Alert System (CMAS) [Aloudat 2011]. In-
formation is provided about other countries ranging from Finland to Malaysia regarding the tech-
nology used, whether carriers participate voluntarily, and whether they are compensated by the
government. The paper concludes with basic and optional requirements for a location-based
emergency system.

Sanquist, Mahy, and Morris discuss the public acceptability of 11 types of implemented security-
enhancing systems and activities [ Sanquist 2008]. They measured attitudes along with 14 system-
rating attributes; attitudes depended mostly on perceived effectiveness and perceived intrusive-
ness. The paper helped identify what factors cause distrust among the public and thus helped
frame the trust discussion. They discussed evaluation of trust as a“next step.” From this work, we
decided to include a number of trust factors associated with public awareness, perception, rele-
vance, and history of relevance in the trust models.
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In an International Atomic Energy Association lecturetitled “ Instructing, Warning, and Informing
the Public,” Lafortune and Borth describe how to communicate with the public regarding radia-
tion emergencies [Lafortune 2011]. They stress that “Honest, accurate, and timely information
buildstrust.” AOs (or perhaps more accurately, designers of warning protocols) should under-
stand how the media works and use it to maximize the effectiveness of their aerting practices.
Both trust modelsin this project also attempted to cover the dimensions of honesty, accuracy, and
timely information. Additionally, we modeled trust factors related to corroboration in social me-
dia and the degree to which multiple sources were used in the alert.

The Working Group on Governance Dilemmas in bioterrorism described five strategic goals of
leadership in the case of deliberate or accidental epidemics: limiting death and suffering, defend-
ing civil liberties, preserving economic stability, discouraging scapegoating, and improving resili-
ence [ Schoch-Spana 2007]. Conflicts among these lead to leadership dilemmas. This report
provides recommendations for addressing these goals while maintaining or growing “social trust”
based on a factual understanding of myths about public behavior during emergencies. For exam-
ple, public panic occurs in movies more often than in reality; fear of panicis not areason to with-
hold information. The trust models in this project consequently investigated factors related to a
recipient’s ability to seek corroboration viainformation from additional channels and via confir-
mation from other alerting organizations, due to overlap in geographic responsibility.

McGee and Gow examined university emergency alert systems and reported on what factors lead
to better adoption of the Mileti warning response process activities (hear, believe, act, personalize,
etc.) [McGee 2012]. Messages were sent by SMS. Most students heard and understood the mes-
sages, but they were unsure about vaguely described threats and unsure where and how to evacu-
ate. As adirect consequence, we included trust factors related to clarity of the alert message,
message content and context, including relevance; reason to take action; and the nature of the rec-
ommended action to take.

Wood, Bean, Liu, Madden, Mileti, and Sutton compared formats of messages, including CMAS
messages, from 90 characters up to 1,380 and more, to see how people reacted to them [Wood
2012]. They included a modified form of the Mileti factors under the heading “* Sensemaking':
Understanding, Believing, Personalizing, Deciding, and Searching and Confirming.” We modeled
atrust factor related to the text length of an alert message in the AO trust model, thereby seeking
to capture that community’s sensitivity to how the length of the text message impacts perceived
effectiveness of the alert.

Brothers and Pavliov modeled public risk perception, events, event media coverage, and response,
including economic activity, using system dynamics [Brothers 2009].

Kapucu focused on factors that make a university more resilient to disaster. The factors on the
figure on page 24 contributed to thiswork’s original set of factors [Kapucu 2010].

Burns and Slovic modeled a community’ s response to aterrorist attack with systems dynamics
modeling [Burns 2007]. The authors in particular discuss how fear diffuses. Although they do not
discuss warnings specifically, they provide a good scenario with context for warnings.

Glantz reported on aworkshop held in Shanghai regarding early warning systems, with most of
the attendees coming from weather and “hydrological” backgrounds [Glantz 2004]. One group of
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participants focused on issues related to “receiving, believing, and acting on the warning” and
thusis very relevant to this work. We used the chart on page 56 of this report to help in under-
stand Receiving, Believing, and Acting on warnings. Glantz's Appendix 1 is a case study of hur-
ricane warnings, prior to their hitting land in Cuba.

6.1.2 Case Studies

Most case studies of emergency warning systems accommodate a wide variety of potential emer-
gencies, including wesather events such as tornadoes and hurricanes, geophysical events such as
earthquakes, technological events such as the release of radiation, terrorist acts, and even aerts
about abducted children. The case studies tend to focus attention on how the news of the event is
transmitted to members of the public who need to hear it. Some case studies are limited to warn-
ings appropriate to a specific agency, such as just weather [e.g., Jacks 2010].

Pelusco and Michael discuss trust in the sense of ethics rather than in the sense of how to imple-
ment trust in awarning system [Pelusco 2007]. They used scenarios to provoke positive and nega-
tive responses from the participants regarding the ethics of using systems that transmit their own
locations to other service providers. Both security and privacy risks can result; the authors suggest
removing any of three driving causes because each reduces the risk significantly. The trust models
in this project did address security as well as the opt-out rate by the public, which could be moti-
vated by awide range of reasons.

Fuller, Abramson, and Sury investigated the trust of communities (different ethnic and minority
neighborhoods of New Y ork City) in a hypothesized pandemic flu warning [Fuller 2007]. The
communities had varying levels of trust in the government, particularly the local government, and
had different concerns. The report cites a need to create clarity (a*brand”) regarding emergency
messages. Other recommendations were to use “311” as a source of emergency information and to
increase health department outreach. We modeled the source of an adert (local vs. federal) and the
degree of public awareness of the WEA system as trust factors. Although we originally consid-
ered factors such as the public’s general trust in government, we excluded these types of factors
during a simplifying decision to prioritize focus on factors more directly controllable by AOs and
WEA system operators.

Jacks, Davidson, and Wai extend the ideas of weather-forecasting systems to manmade disasters,
including a shift from crisis management to risk identification and risk management [Jacks 2010].
They describe “nowcasting,” or immediate weather forecasting. Chapter 4 provides a number of
hazard warning system examples. In general, this article takes a government policy point of view
and does not describe the trust that the general public has in any warnings.

Udu-gama discusses the feasibility of implementing a public warning system using cell broadcast
for the nation of the Maldives [Udu-gama 2009]. Her table of SMS vs. CBS features cites Aloudat
and Y an [Aloudat 2007]. Udu-gama discusses systems and mobile providersin the Maldives to-
day and compares their features to the needs for an emergency system. The author details how
general considerations apply to the Maldives, which consists of multiple archipelagos.

Faith, Jackson, and Willis studied failure types following 70 representative incidents [Faith 2011].
They developed afault tree that showed different causes for afailure at an emergency operations
center (EOC), then coded the 70 incidents according to which actual causes occurred.
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Redlener, Abramson, Stehling, Grant, and Johnson survey the readiness of U.S. communities for
responses to terror, security, and other disasters [Redlener 2007]. Questions included confidence
in government, ability and willingness to evacuate, persona preparedness, and perceptions of
community preparedness. Many Americans believe that the threat of disaster is high; however,
this does not often prompt them to make preparations for disasters. This paper touched on the “ be-
lieve” activity: Americans believe weather-related emergencies are more likely than other types
and trust the CDC more than FEMA, and FEMA more than the president (G.W. Bush).

Perusco and Michael evaluate |location-based services regarding control, trust, privacy, and securi-
ty using five connected fictional scenarios to identify security and privacy risks [Perusco 2007].
The article focuses on the ethics of the situation. Both kinds of risk could be reduced by ensuring
that at least one of the contributing factorsis small.

RAND assessed the effectiveness of state and local health departments in communicating about a
(rare) public health emergency, the HIN1 (Swine) flu [RAND 2009]. In generd, the states re-
sponded quickly and well. However, only 34% of local public health departments provided infor-
mation within 24 hours, and over half of those responses consisted of links to national sites rather
than containing any local information. Ringel, Trentacost, and Lurie provided background and
more discussion about why the local agencies fell short [Ringel 2009].

Kapucu made recommendations to improve the disaster-resilience of the University of Central
Florida[Kapucu 2010]. The figure on page 24 provides factors for the content of alert threats.

Stanley and Sutton describe types of alert systemsin use in different places, how well they work,
and what issues there might be, including trust issues [ Stanley 2011]. They describe uses of social
mediain warnings. They also discuss usability for at-risk subpopulations. They do not present any
explicit modeling, but their activities are similar to Mileti’ s “ Hear/Understand/Believe/Confirm/
Personalize.”

6.1.3 Review Papers and Bibliographies

We used review papers and bibliographies to help us find the sources of factorsto include in our
analysis.

In their Appendices A and B, Mileti and Sorenson list references by stages of the warning re-
sponse process: factors that influence Hearing, then Understanding, Believing, Personalizing, Re-
sponse, and Confirming [Mileti 1990]. Within each category, both Sender and Receiver factors
are included. From the Believing factor onward, these are followed by process factors as well.
Mileti and Sorenson list factors that affect these stages and cite multiple papers that address each,
including page numbers. They cite atotal of 138 papers.

Mileti and colleagues a so distributed a 347-page bibliography (* Annotated Bibliography for Pub-
lic Risk Communication on Warnings for Public Protective Actions Response and Public Educa-
tion, Revision 4”) in 2006 [Mileti 2006]. This includes citations, abstracts, and causal findings,
arranged alphabetically, one reference per page.

Bean, Dietz, and Palidwor supplemented the 2006 Mileti work, citing 44 works published after
2004 [Bean 2012]. The topic was efficacy of warning messages. They follow each citation with its
abstract, a discussion of method and messages, and findings and implications.
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Earle reviews studies of trust in risk management, noting the dimensions of trust (intent and abili-
ties; he considers the latter not trust but confidence), its functions (to reduce complexity via socia
risk-taking), and various ways of modeling trust [Earle 2010]. Earle codes atotal of 132 refer-
ences to trust or confidence, hazard contexts, referents, antecedents, and consequences.

Sorensen addresses the changes from 1980 to 2000 in prediction and forecasting of hazards, inte-
gration of warning systems, dissemination of warnings, and understanding responses to warnings
[Sorensen 2000]. Some types of hazard have seen major improvements in prediction or forecast
(e.g., hurricanes and hazardous material) and in integration of warning systems (e.g., earthquakes,
nuclear power), but in many cases improvements have been slight. Much has improved in decid-
ing when to tell people to evacuate but not in explaining responses to those warnings. Thirty-two
factors influence response, but understanding of mechanism is incomplete for many of them, and
emergency planners can affect only afew of the factors through design of the warning system.
Sorensen’ s paper cites 43 references. Based on this work, we decided to include several trust fac-
tors addressing alert content, context, why a person should act, and the nature of the action to
take.

6.2 Literature Search Conclusions

The literature search, including conversations with Dr. Mileti, provided a solid basis for scoping
the trust modeling project and to more efficiently design theinitial sets of interviews with emer-
gency dert notification staff. Combining the literature review and interview results provided a
more reliable foundation for producing trust models for both the public and the AO communities.
Additionally, much of the other research in the literature confirmed the need for investigation into
the quantitative modeling of trust in emergency notification systems. We will amplify this direct
connection in Section 14, which addresses future work in this area.
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7 Interview Results

Theinitial AO interviews were intended to provide a current baseline of knowledge concerning
emergency aert notification systems. We recognized that although research literature from the
past five years was available, the landscape and experiences with notification systems appeared to
be fluid, asis common with emerging technologies. The interview questions, which we reproduce
in Appendix B, were thus motivated by a sense of exploring what appears to be working versus
not working. Additionally, the interview questions sought to anticipate future needs and concerns
fromthe AOs' perspectives, thereby modeling factors that may become significant with respect to
trust in the WEA system.

To accomplish this, we selected AOs not only for their experience but for their recent experience
with emergency notifications. The AOs interviewed for this project comprised federal, locd, civil,
and academic organizations (see the Acknowledgments for a partial list). We provide a condensed
summary of the interview notesin Appendix B.

From the common themes within the interview notes, an initial list of potential causal trust factors
emerged, which weinclude in Appendix C. We subsequently analyzed these factors and reduced
them to a set that drove the probabilistic modeling of trust along with surveys to help quantify the
strength of relationships within the probabilistic models.
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8 Basis for Modeling

Probabilistic modeling, specificaly Bayesian belief network (BBN) modeling, first appeared op-
portunistic due to the need to model subjective expert opinion. A current reference by Fenton and
Neil proved useful and timely for thiswork asit is a companion to the AgenaRisk modeling soft-
ware employed for the BBNs [ Fenton 2013]. Although Fenton and Neil provide excellent contex-
tual information for BBNs instantiated with the AgenaRisk tool, Martz and Waller adeptly
summarize the key reasons and benefits of using BBNs as follows [Martz 1991]:

BBNs perform objective and subjective data modeling. BBNs are probabilistic models that
characterize factors with probability distributions. The probability distributions are often sub-
jectivein nature, reflecting degree of belief from a domain expert. These models incorporate
the concept of combining prior knowledge of afactor with current observational data or ex-
pert judgment to produce an updated assessment of the factor. This modeling represents a su-
perset of traditional statistical modeling from the standpoint that in the absence of prior
knowledge (e.g., using a non-informative uniform probability distribution), the calculations
yield results similar to traditional statistical analysis. For the WEA trust modeling, the ability
to model subjective factors combined with the freedom to include any objective information
provided the robust modeling platform to meet the customer’ s needs.

BBNSs operate with incomplete information. Traditional statistical modeling, such asre-
gression modeling, usualy requires knowledge of al the modeled factors before formulating
aprediction. BBNs, on the other hand, are adept at formulating predictions with one or more
of the factors left unknown or unobserved. This specific aspect provides needed flexibility in
evaluating many possible scenarios from atrust perspective. Additionally, rea-life scenarios
often have incomplete or missing data, whether rooted in data collection shortcomings or in
data misreporting.

BBNs predict forward. Similar to traditional statistical modeling, BBNs can predict forward,
disregarding whether time or logical dimensions apply.

BBNS diagnose backward. Contrary to traditional statistical modeling, BBNs can simulta-
neoudly diagnose backward, for example, to explain the likely conditions that preceded the
current situation or given outcome. To be more specific, as new evidence or observations are
made known to aBBN, the BBN will propagate updatesin al directions to the unknown or
unobserved factors.

BBNS evaluate unprecedented scenarios. Because of a combination of the above strengths,
BBNs are capable of evaluating unprecedented scenarios. Specifically, Martz and Waller ad-
vocate Bayesian analysis for reliability modeling so that researchers can still model and eval-
uate unprecedented failure modes, which have no failure data[Martz 1991].

BBNs support learning mechanisms. BBNs inherently can accommodate a learning mecha-
nism not unlike that of neural networks. A stream of new evidence and observation may be
fed into a BBN, with learning occurring via the use of updated prior and likelihood probabil-
ity functions. Learning Bayesian mechanisms may be most popularly seen in email spam fil-
tersand in Kalman filters used for electronic systems.
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Bayesian analysis has experienced aroller-coaster history of embracement and rejection, as rec-
orded in a history of Bayesian analysis by McGrayne [McGrayne 2011]. Critics often complain
that the incorporation of subjective data remains intolerable and subjects the analysis to gaming.
On the other hand, modern statisticians, such as Kruschke, not only defend Bayesian analysis but
now proclaim Bayesian analysis superior to null hypothesistesting (NHT) and argue for the im-
mediate cessation of NHT as a statistical tool [Kruschke 2010]. Disregarding how the reader may
view Bayesian analysis, the SEI staff remain convinced that BBNs are but one of many toolsin
the quantitative toolkit (statistical, probabilistic, simulation) that should be used in a situational
manner. The next section will provide more detail on the use of BBNs for the WEA trust model-
ing, thereby increasing confidence in such use of BBNS.
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9 Development of the Trust Models

The development of the two BBN trust models occurred in Steps 7 and 8 of the 14 steps described
in Section 5 of thisreport. Once we identified the short list of causal trust factors (see Appendices
D and E), the next step (Step 7) was to decide what the rel ationships were among the causal fac-
tors and between the causal factors and the trust outcomes. For the public trust BBN, the primary
trust outcomes included the probability of Hearing the aert, the probability of Understanding the
alert, the probability of Believing the dert, and the probability of Acting on the alert. For the AO
trust BBN, the primary trust outcomes were the Availability of the WEA system, the Appropri-
ateness of using the WEA system, and the perceived Effectiveness of using the WEA system. In
the absence of awealth of historical data pertaining to these factor relationships, which could
have been analyzed with structural equation modeling techniques [see Hoyle 2012], we conducted
a cause—effect matrix analysis, leveraging a scenario planning technique from Lindgren and
Bandhold [Lindgren 2009]. Essentially, we evaluated all of the possible one-to-one relationships
between factors and assigned a strength score for each directional relationship of cause and effect.

Upon completing that exercise, we proceeded to break any cyclesin the set of factors, knowing
that we would need an acyclic network for developing the BBN. The resulting hierarchal list of
factor relationships appears in Appendices F and G. We did not need to break iterative cycles and
feedback loops among the factor relationships within the AO BBN, as the factors were so com-
pletely distinct in their relationships. However, the public BBN did possess a number of factors
that simultaneously influenced the different steps of hearing, understanding, believing, and acting
on an alert message. We evaluated the impacts of arbitrarily breaking cyclesin the public BBN
and remained confident that the arbitrary breaking of the cycles had minimal impact on the out-
come nodes. Thisis because the nature of weak versus strong factor relationships and the nature
of the hierarchal design of the BBN cause the broken path to be relatively distant from the out-
come factorsin the BBN.

Before discussing the internal mechanisms of the public and AO BBNS, a quick discussion of
BBN modelsiswarranted. As described by Fenton and Neil, BBNs consist of a set of nodes rep-
resenting factors in the model [Fenton 2013]. Some nodes may represent factors that are strictly
either causal or effect in nature while other nodes may represent factors that are both causal and
effect in nature. For example, as may be seen in the AO BBN model in Appendix I, the node la-
beled Training represents a factor that is causal on the factor Available but is also an effect of the
combined factors of Skills & Competencies, Understanding, and Practice. In this example, the
factors Skills & Competencies, Understanding, and Practice are strictly causal factors. The only
strictly effect factor in this BBN model is the final outcome factor represented by the node labeled
WEA Utilization. Asthe reader most likely has surmised by now, the arrows connecting the nodes
in the BBN represent directional cause—effect relationships. In some cases, the cause—effect rela-
tionship may be weak or viewed as an indirect, influencing relationship or leading indicator rela-
tionship. However, as Fenton and Neil point out, BBNs can be more easily portrayed and
communicated if the arrows do represent cause—effect relationships [ Fenton 2013].

Factors within aBBN may possess any of the possible measurement scal e types to include nomi-
nal, ordinal, interval, or ratio. Nominal factors would be viewed as having discrete states or levels,
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such as the factor Public Awarenessin the AO BBN (see Appendix 1). The Public Awareness fac-
tor has two states or levels consisting of (1) the public was previoudy informed of the WEA sys-
tem and (2) the public was not previously informed of the WEA system. Other factorsin the
BBNs are ordinal in nature such asthe AO BBN factor called Alert Frequency. Alert Frequency
has an ordered set of states consisting of (1) severa dertsin the past week, (2) severa dertsin
the past month, and (3) severa alertsin the past year. Finally, other factors reflect a continuous
scale (interval and ratio), such as the factor Effective in the AO BBN model. The factor Effective
possesses a continuous measurement scale of 0-100, representing a probability score. All of the
continuous factors in both BBNs represent probability scales from 0% to 100%.

Appendices Sand T depict the measurement scales, states, and foundational formulas used to de-
rive the factors within the public and AO BBNs, respectively. Another nuance related to the in-
stantiation of factors within the AgenaRisk BBN models concerns the continuous factors. Agena
Risk enables continuous factors to be declared simulation variables while other continuous
variables are not simulation variables. The simulation variable distinction enables AgenaRisk to
conduct more efficient processing of Bayesian propagation algorithms; therefore, we used it when
possible. Fenton and Neil provide additional information on the nature and use of simulation vari-
ables within AgenaRisk [Fenton 2013].

We show the public trust BBN model in both condensed and expanded format in Appendix H.
The condensed format depicts only the cause and effect factors related to the public trust of the
WEA system. The expanded format depicts the additional synthetic nodes required in the devel-
opment of BBNSs to reduce the combinatorial explosion of factor relationships. See Fenton and
Neil for guidance on the approach of using synthetic nodes [Fenton 2013]. In the public trust BBN
model, the four primary outcomes of trust involve the probabilities of Hearing, Understanding,
Believing, and Acting on the alert. Several other factors are modeled as hybrid cause and effect
nodes, to including (1) Alerts Viewed as Spam, (2) Opt Out Rate, (3) Confirmation by Social Me-
dia, and (4) Relevance of the Alert. These four factors are influenced by other factors and then, in
turn, influence the primary outcome factors listed above.

We show the AO trust BBN model in both condensed and expanded format in Appendix 1. In sim-
ilar fashion, the condensed format depicts only the cause and effect factors related to the AO trust
in the WEA system while the expanded format depicts the additional synthetic nodes to handle the
combinatorial explosion of relationships. The primary outcome of the AO BBN model isthe
probability of WEA Utilization by the AOs. The additional outcomes of trust include the Appro-
priateness, Effectiveness, and Availability of the WEA system. Each of these additional outcomes
isinfluenced by separate factor sets comprised of 7 to 12 individua factors. As opposed to the
public trust model, which incorporated predominantly continuous factors measured on a probabil-
ity scale of 0-100%, the AO factors are predominantly measured on nominal or ordinal scales.
We give the specific states or values of these factorsin Appendices S and T, along with the for-
mulas used within the BBN. For example, the node labeled Geographic Breadth contains four
states describing the different geographic situations of WEA system coverage for agiven alert as
follows:

70% outside zone
50% outside zone
30% outside zone
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10% outside zone

There are several ways to execute the BBN models for purposes of this research. Thefirst use
case comes from the public BBN model, as shown in Figure 3 to Figure 8. It consists of the ability
to evaluate a given scenario that comprises observed or hypothesized values for a number of fac-
torsfollowed by ng the impact on an outcome factor, such as the probability that an indi-

vidual will take action based on aWEA dert.

To begin with, Figure 3 depicts the probability expectation for Acting on aWEA alert with no
specific knowledge of the state of any other factors. In this example, Figure 3 shows that the range
of the 25th percentile to the 75th percentile of the probability of Acting is 5-12%. The reader
should a'so note that the BBN tool does not understand that negative values of probability are not
allowed, as shown in Figure 3, which depicts a mean and standard deviation that would obviously

include negative probability values.

, 7~ T "] 102_Acting (New Risk Object) = =1, eS|
I

/ | Scenario 1
4 Mean: 9.1435
! Median: 8.4127
| 50: 5.2671
i Variance: 27.743
Lower Percentile: 25.0 (5.4109)
! Upper Percentile: 75.0 (12.014)

Expand State List

!
T —

Figure 3: Probability of Acting on a WEA Alert with No Knowledge of Other Factors

Figure 4 and Figure 5 show how one can now use AgenaRisk to enter an “ observation” or pre-
sumption of a setting for the Relevance factor. In this example, Relevance is a continuous factor
representing the probability that the WEA aert isrelevant to the individual. A 0in thisexample
implies there is no relevance of the WEA aert to arecipient. Alternatively, a 100 would have im-

plied a certainty of relevance of the WEA alert to the recipient.
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As may be seen in Figure 6, we set three other factors to a probability value of 0. This example
consequently models the scenario in which we set all four factors (Relevance, Action to Take,
Lead Time Provided, and Time Window to Act) at their most negative settings related to trust in
the WEA system. Upon completion of the AgenaRisk simulation, the resulting probability of Act-
ing on this WEA alert changes dightly to a 25th percentile to 75th percentile range of 5-11%, as
shown in Figure 7. Although this appears as a minor change in the probability assessment, the
validation activity for this model produced a calibration equation that we will discussin Section
13. We must apply the calibration equation to the BBN model prediction of probability to arrive at
the expected probability; therefore, the calibration equation may depict alarger changein proba-
bility than the raw values from the AgenaRisk simulation. Indeed, the validation activity of the
BBN models did uncover anumber of factors that have very little impact on interim and final trust
outcome factors. However, we retained al factors in both of the BBN models to enable the reader
to observe that the data from the surveys did differentiate between significant and nonsignificant
factors as drivers of trust.
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Figure 6: Setting All Four Factors Related to Trust at Their Most Negative Settings
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Figure 7: Probability of Acting on the WEA Alert Changes to a 25th—75th Percentile Range of 5-11%

A second capability of the AgenaRisk BBN models consists of constructing a sensitivity chart
showing the factorsin priority order that influence a given interim or final outcome f